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How would they look from a different view?




Let’s Make it 3D !



Challenge: inferring both geometry and missing texture



Preliminaries
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Coarse Stage: Single-view 3D Reconstruction

1. 3D model = look like the 2D reference picture
2. New views =2 make sense and look realistic

3. 3D model - realistic shape and depth

Reference view per-pixel loss
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Coarse Stage: Single-view 3D Reconstruction

—> enforces the generated model to match the reference image

Lorrp(X,G0(8)) = —Ecup(X) - Ecp(Xo(B,1))
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Coarse Stage: Single-view 3D Reconstruction _, 3D model appears visually
C appealing and plausible
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/ | \ ensure plausible geometry &
resolve most of the shape ambiguity

penalize the pixel-wise difference b/n encourage the rendering
the rendering and the input image to align with the reference image

measures the similarity (image, text prompt)
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Pipeline: Coarse Stage
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Coarse stage
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Coarse stage
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Coarse stage
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Coarse stage
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Coarse stage
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- Coarse stage
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Refine Stage: Neural Texture Enhancement

Reference Normal Coarse Projected Enhanced

Key: certain pixels can be observable (novel & reference views)



Pipeline: Refine Stage




Refine stage




Refine stage




Refine stage

Textured Point Clouds
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Refine stage

Textured Point Clouds Enhanced output
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Applications



Diverse Text to 3D



Texture Modification




Experimental Results

pixel-level similarity

reconstruction quality between novel-view

at the reference view rendering and the reference semantic_similarity between
the novel view and the reference

‘ Views | LPIPS| Contextual]  CLIPt
DietNeRF [10] 3 0.1831 5.34 64.90%
SinNeRF [57] 1 0.2059 4.28 73.24%
DreamFusion+ [32] 1 0.4075 2.15 82.81%
Point-E [26] 1 - 2.23 71.31%
3D-Photo [42] 1 0 3.43 87.65% LPIPS| Contextual, CLIPt
Ours-coarse 1 0.1427 1.74 87.50% DreamFusion+ [32] | 0.5649 3.07 84.08%
Ours-enhanced 1 0.0908 1.59 95.65% Point-E [26] - 5.37 64.36%
Table 1: Quantitative comparison on DTU. We compute Ours-coarse 0.2354 1.98 89.06%
LPIPS under the reference view, and other two metrics un- Ours-enhanced 0.0780 1.33 95.12%
der novel views. LPIPS of Point-E is not reported due to the Table 2: Quantitative comparison on the test benchmark.

lack of a defined reference view.



Experimental Results

| LPIPS|  Contextuall ~ CLIPt

SDS 0.3045 2.29 86.04%
CLIP-D 0.1260 243 80.27%
SDS+CLIP-D | 0.2772 2.32 84.01% Noi
Thresh=300 | 0.1757 2.19 87.40% Image Nelse at cup-D
Thresh=400 | 0.1427 1.74 87.50% Xo Hifve SEep: |
Thresh=500 0.1696 2.23 86.09% ‘ AN ggien v
Table 3: Ablation study on SDS and CLIP-D loss on the test L D SenieREn nage
benchmark. We compute LPIPS under the reference view, ‘ LV i T Sos
and the other two metrics under novel views. “Thresh” de- e :
notes the boundary of time steps using SDS or CLIP-D in
the denoising process. T
Reference SDS only CLIP-D only SDS + CLIP-D  Thresh=300 Thresh=400 Thresh=500

4

Figure 12: Analysis of SDS and CLIP-D loss.



Experimental Results

Figure 13: Analysis of the time step range in SDS process.
We visualize novel view results in the coarse stage that are
trained with different time step ranges (from start to end).



Experimental Results

Mapping w/o initialize texture w/o descriptor Full

Figure 14: Analysis of texture initialization and point de-
scriptors.

Reference

Figure 15: Failure cases due to the geometry ambiguity.



Experimental Results

Prompt Reference Coarse Normal Novel Views Dreamfusion Dreamfusion+ Point-E
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grin.

Figure 7: Qualitative comparison on the test benchmark with two diffusion-based 3D content creation models, Dreamfusion
and Point-E. We show our results with high-fidelity geometry and texture. The results of Dreamfusion are from its website.



Experimental Results

Reference

Normal SinNeRF 3D-Photo Dreamfusion+ Point-E

Figure 8: Qualitative comparison of novel view synthesis on DTU with state of the arts. Our method generates sharper and
more plausible details in both geometry and texture.



Experimental Results

Reference Normal Novel Views

Figure 9: Make-It-3D enables high-fidelity 3D creation on
real complex scenes.



Experimental Results

Reference Novel Views
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image

Generator

Figure 10: Make-It-3D generates diverse and visually stun-
ning 3D models given a text description.



Experimental Results

Reference 3D Creation

Texture Modification

Figure 11: Make-It-3D achieves 3D-aware texture modifi-
cation such as tattoo drawing and stylization.
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